
Improving Fidelity and Table Representation  
in  

Table Understanding and Table-to-Text Generation

Iñigo Alonso
a PhD thesis by

Eneko Agirre
Supervised by

1



Improving Fidelity and Table Representation  
in  

Table Understanding and Table-to-Text Generation

Iñigo Alonso
a PhD thesis by

Eneko Agirre
Supervised by

2



Improving Fidelity and Table Representation  
in  

Table Understanding and Table-to-Text Generation

Iñigo Alonso
a PhD thesis by

Eneko Agirre
Supervised by

3



Improving Fidelity and Table Representation  
in  

Table Understanding and Table-to-Text Generation

Iñigo Alonso
a PhD thesis by

Eneko Agirre
Supervised by

4



Improving Fidelity and Table Representation  
in  

Table Understanding and Table-to-Text Generation

Iñigo Alonso
a PhD thesis by

Eneko Agirre
Supervised by

5



What is Table Understanding?

6



Name Country Born Died Status Masters T. PGA

Willie Park, Jr. Scotland 1864 1925 Prof. NYF 256

Harry Vardon Wales 1871 1932 Prof. BAT 251

Thomas Renouf Ireland 1859 1916 Prof. NFT 189

J.H. Taylor England 1898 1923 Prof. ONN 172

Harold Hilton England 1867 1925 Prof. CF.BU 162

David Kinnell Scotland 1851 1932 Amat. NBNC 161

James Kinnell Scotland 1892 1916 Prof. NYF 159

Freddie Tait Wales 1843 1923 Prof. ONN 157

Sandy Herd Scotland 1863 1925 Prof. NFT 156

David Herd Scotland 1861 1932 Amat. NYF 155
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Club Season
League National Cup Continental Other Total

Division Apps Goals Apps Goals Apps Goals Apps Goals Apps Goals

2011-12 0 / 0 0 0 0 0 0 0 0

2012-13 0 / 1 0 0 / 1 0 0 / 1 0

Total 0 0 1 0 0 0 0 0 1 0

2012-13 1 / 6 0 1 / 6 0 1 / 6 w: 0

2013-14 13 / 15 1 13 / 15 0 13 / 15 0

Total 19 1 2 0 0 0 0 0 21 1

2014-15 11 / 7 1 11 / 7 0 11 / 7 1

2016-17 36 / 4 3 36 / 4 0 36 / 4 l: 3

2017-18 24 / 31 3 24 / 31 0 24 / 31 3

2018-19 4 / 72 0 4 / 72 0 4 / 72 0

Total 64 6 5 0 69 6

Career total 83 7 8 2 0 0 0 0 91 7

Irregular Table
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What is Table-to-Text Generation?
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Table-to-Text Generation

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.
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Table-to-Text Generation

Place Player Country Score
1 Willie Park, Jr. Scotland 151
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Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.

Willie Park played for Scotland 
There were three ties in the 
Championship 
David Herd finished last

Hilton played for England 
Renouf and Taylor scored 156 
Park scored 151 points

13



Table-to-Text Generation

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.

Willie Park, Jr. 151

Harold Hilton 157

14



Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Table-to-Text Generation

Title: 1898 Open Championship

In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.

Willie Park, Jr. 151

Harold Hilton 157

Content Selection
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Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159
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Title: 1898 Open Championship

David Kinnell scored 240 points.David Kinnell 157

False!
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Table Representation

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3 Thomas Renouf Jersey 156

T3 J.H. Taylor England 156

T5 Harold Hilton England 157

T5 David Kinnell Scotland 157

T7 James Kinnell Scotland 158

T7 Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship
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Table Representation

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3 Thomas Renouf Jersey 156

T3 J.H. Taylor England 156

T5 Harold Hilton England 157

T5 David Kinnell Scotland 157

T7 James Kinnell Scotland 158

T7 Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

Place, Player, Country, Score, 1, Willie 
Park, Jr., Scotland, 151, 2, Harry vardon, 
Jersey, 154, T3, Thomas Renouf, Jersey, 
156, T3, J.H. Taylor, England, 156, T5, 
Harold Hilton, England, 157, T5, David 
Kinnell, Scotland, 157, T7, James Kinnell, 
Scotland, 158, T7, Freddie Tait, Scotland, 
158, 9, Sandy Herd, Scotland, 159, 10, 
David Herd, Scotland, 160

Simple linearization
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Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3 Thomas Renouf Jersey 156

T3 J.H. Taylor England 156

T5 Harold Hilton England 157

T5 David Kinnell Scotland 157

T7 James Kinnell Scotland 158

T7 Freddie Tait Scotland 158
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Table Representation
Title: 1898 Open Championship

<page_title> 1898 Open Championship 
<page_title> <table> <row> <cell> Place </
cell> <cell> Player <row_header> Place </
row_header> </cell> <cell> Country 
< r o w _ h e a d e r > P l a c e < / r o w _ h e a d e r > 
<row_header> Player </row_header> </cell> 
<cell> Score <row_header> Place </
row_header> <row_header> Player </
row_header> <row_header> Country </
row_header> </cell> </row> <row> <cell> 1 
<col_header> Place </col_header> </cell> 
<cell> Willie Park, Jr. <col_header> 
Player </col_header> </cell> <cell> 
S c o t l a n d < c o l _ h e a d e r > C o u n t r y < /
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 1 
<col_header> Score </col_header> </cell> 
<row> <cell> 2 <col_header> Place </
col_header> </cell> <cell> Harry Vardon 
<col_header> Player </col_header> </cell> 
<cell> Wales <col_header> Country </
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 4 
<col_header> Score </col_header> </cell>

<page_title> 1898 Open Championship 
<page_title> <table> <row> <cell> Place </
cell> <cell> Player <row_header> Place </
row_header> </cell> <cell> Country 
< r o w _ h e a d e r > P l a c e < / r o w _ h e a d e r > 
<row_header> Player </row_header> </cell> 
<cell> Score <row_header> Place </
row_header> <row_header> Player </
row_header> <row_header> Country </
row_header> </cell> </row> <row> <cell> 1 
<col_header> Place </col_header> </cell> 
<cell> Willie Park, Jr. <col_header> 
Player </col_header> </cell> <cell> 
S c o t l a n d < c o l _ h e a d e r > C o u n t r y < /
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 1 
<col_header> Score </col_header> </cell> 
<row> <cell> 2 <col_header> Place </
col_header> </cell> <cell> Harry Vardon 
<col_header> Player </col_header> </cell> 
<cell> Wales <col_header> Country </
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 4 
<col_header> Score </col_header> </cell>
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Fidelity
Automatic Logical Forms improve fidelity in Table-to-Text generation

Pixel-based Table-To-Text Generation

Lossless Table Visualisations Enhance Multimodal Table Understanding
Beyond Table-to-Text

Representation
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1 Fidelity
Automatic Logical Forms improve 
fidelity in Table-to-Text generation
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Place Player Country Score
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Title: 1898 Open Championship

Place Player Country Score
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T3 Thomas Renouf Jersey 156

T3 J.H. Taylor England 156

T5 Harold Hilton England 157

T5 David Kinnell Scotland 157

Willie Park, Jr.

151

Harold Hilton

157

Content Selection

In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.
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In the 1898 Open Championship, 
Willie Park, Jr. scored six points 
less than Harold Hilton.

+62.2%
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Logical Form
(Chen et al., 2020)

42



Do Logical Forms improve fidelity more than  
Content Selection values?
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Can models automatically generate correct Logical Forms 
based on Content Selection?

Do Logical Forms improve fidelity more than  
Content Selection values?
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Can automatically generated Logical Forms improve 
fidelity in Table-to-Text?

Can models automatically generate correct Logical Forms 
based on Content Selection?

Do Logical Forms improve fidelity more than  
Content Selection values?
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Conclusions

Logical Forms can be generated automatically based on the 
Content Selection values.

Automatic Logical Forms improve fidelity in Table-to-Text generation.

Logical Forms improve fidelity compared to using only Content Selection 
values.
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Faithfulness
Automatic Logical Forms improve fidelity in Table-to-Text generation

Pixel-based Table-To-Text Generation
Representation
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Place Player Country Score
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Table Representation
Title: 1898 Open Championship

<page_title> 1898 Open Championship 
<page_title> <table> <row> <cell> Place </
cell> <cell> Player <row_header> Place </
row_header> </cell> <cell> Country 
< r o w _ h e a d e r > P l a c e < / r o w _ h e a d e r > 
<row_header> Player </row_header> </cell> 
<cell> Score <row_header> Place </
row_header> <row_header> Player </
row_header> <row_header> Country </
row_header> </cell> </row> <row> <cell> 1 
<col_header> Place </col_header> </cell> 
<cell> Willie Park, Jr. <col_header> 
Player </col_header> </cell> <cell> 
S c o t l a n d < c o l _ h e a d e r > C o u n t r y < /
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 1 
<col_header> Score </col_header> </cell> 
<row> <cell> 2 <col_header> Place </
col_header> </cell> <cell> Harry Vardon 
<col_header> Player </col_header> </cell> 
<cell> Wales <col_header> Country </
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 4 
<col_header> Score </col_header> </cell>

<page_title> 1898 Open Championship 
<page_title> <table> <row> <cell> Place </
cell> <cell> Player <row_header> Place </
row_header> </cell> <cell> Country 
< r o w _ h e a d e r > P l a c e < / r o w _ h e a d e r > 
<row_header> Player </row_header> </cell> 
<cell> Score <row_header> Place </
row_header> <row_header> Player </
row_header> <row_header> Country </
row_header> </cell> </row> <row> <cell> 1 
<col_header> Place </col_header> </cell> 
<cell> Willie Park, Jr. <col_header> 
Player </col_header> </cell> <cell> 
S c o t l a n d < c o l _ h e a d e r > C o u n t r y < /
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 1 
<col_header> Score </col_header> </cell> 
<row> <cell> 2 <col_header> Place </
col_header> </cell> <cell> Harry Vardon 
<col_header> Player </col_header> </cell> 
<cell> Wales <col_header> Country </
c o l _ h e a d e r > < / c e l l > < c e l l > 1 5 4 
<col_header> Score </col_header> </cell>
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Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Table Representation
Title: 1898 Open Championship

Willie Park, Jr. 151

Harold Hilton 157

ToTTo (Parikh et al., 2020)67



Table Representation
Title: 1898 Open Championship

ToTTo (Parikh et al., 2020)

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

<page_title> 1898 Open Championship </
page_title> <table> <cell> Willie Park, 
Jr. <col_header> Player </col_header> </
cell> <cell> 76-75=151 <col_header> Score 
</col_header> </cell> <cell> Harold Hilton 
(a) <col_header> Player </col_header> </
cell> <cell> 76-81=157 <col_header> Score 
</col_header> </cell> </table>

Willie Park, Jr. 151

Harold Hilton 157

In the 1898 Open Championship, Park 
scored six points less than Harold Hilton.
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Club Season
League National Cup Continental Other Total

Division Apps Goals Apps Goals Apps Goals Apps Goals Apps Goals

2011-12 0 / 0 0 0 0 0 0 0 0

2012-13 0 / 1 0 0 / 1 0 0 / 1 0

Total 0 0 1 0 0 0 0 0 1 0

2012-13 1 / 6 0 1 / 6 0 1 / 6 w: 0

2013-14 13 / 15 1 13 / 15 0 13 / 15 0

Total 19 1 2 0 0 0 0 0 21 1

2014-15 11 / 7 1 11 / 7 0 11 / 7 1

2016-17 36 / 4 3 36 / 4 0 36 / 4 l: 3

2017-18 24 / 31 3 24 / 31 0 24 / 31 3

2018-19 4 / 72 0 4 / 72 0 4 / 72 0

Total 64 6 5 0 69 6

Career total 83 7 8 2 0 0 0 0 91 7

Irregular Table
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PixT3

Table-to-Text as Image-to-Text

<page_title> 1898 
Open Championship 
<page_title> <table> 
<row> <cell> Place 
< / c e l l > < c e l l > 
Player <row_header> 
Place </row_header> 
< / c e l l > < c e l l > 
Country <row_header> 
Place </row_header> 
<row_header> Player 
</row_header> </cell

In the 1898 Open Championship, 
Park scored six points less than 
Harold Hilton.

Model

In the 1898 Open Championship, 
Park scored six points less than 
Harold Hilton.

vs
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Can Vision-Language Models perform Table-to-Text 
Generation?
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Can this approach maintain the same level of fidelity 
as its unimodal counterparts?

Can Vision-Language Models perform Table-to-Text 
Generation?
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Can this approach maintain the same level of fidelity 
as its unimodal counterparts?

Can Vision-Language Models perform Table-to-Text 
Generation?
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Are images a space-efficient modality for representing 
tables for Table-to-Text Generation?



Advancements in 
Visual Language Understanding

Donut (Kim et al., 2022)

Pix2Struct (Lee et al., 2022)

Dessurt (Davis et al., 2022)
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Advancements in 
Visual Language Understanding

Donut (Kim et al., 2022)

Pix2Struct (Lee et al., 2022)

Dessurt (Davis et al., 2022)
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Architecture of

2D absolute positional embedding layer

ViT encoder

Transformer decoder

PixT3

In the 1898 Open Championship, Park 
scored six points less than Harold Hilton.
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Architecture of

2D absolute positional embedding layer

ViT encoder

Transformer decoder

PixT3

In the 1898 Open Championship, Park 
scored six points less than Harold Hilton.
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Architecture of

2D absolute positional embedding layer

ViT encoder
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PixT3
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Architecture of

2D absolute positional embedding layer

ViT encoder

Transformer decoder

PixT3

In the 1898 Open Championship, Park 
scored six points less than Harold Hilton.
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Architecture of

2D absolute positional embedding layer

ViT encoder

Transformer decoder

PixT3

In the 1898 Open Championship, Park 
scored six points less than Harold Hilton.
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Table Structure Awareness

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

David Kinnell scored 154.154

David Kinnell 157

False!
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Table Structure Awareness

Place Player Country Score
1 Willie Park, Jr. Scotland 151

2 Harry Vardon Jersey 154

T3
Thomas Renouf Jersey 156

J.H. Taylor England 156

T5
Harold Hilton England 157

David Kinnell Scotland 157

T7
James Kinnell Scotland 158

Freddie Tait Scotland 158

9 Sandy Herd Scotland 159

10 David Herd Scotland 160

Title: 1898 Open Championship

David Kinnell scored 154.154

David Kinnell 157

False!
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unfaithful sentences due to 
structural errors

23%



oY io HG eG2S
Z4ikU O1 aRU mubk6
URa dAF I
I86 GAe Ob sUr5
L1 3 Vf1 Svaq2

<<<dAF><<<URa><I>>><<<io><O1><GAe>

<3>><<HG><aRU><Ob><Vf1>>>>>

Table: Target:

Structure Learning Curriculum
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<<<dAF>

Table: Target:

Structure Learning Curriculum

oY io HG eG2S
Z4ikU O1 aRU mubk6
URa dAF I
I86 GAe Ob sUr5
L1 3 Vf1 Svaq2
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oY io HG eG2S
Z4ikU O1 aRU mubk6
URa dAF I
I86 GAe Ob sUr5
L1 3 Vf1 Svaq2

<<<dAF><<<URa><I>>>

Table:

Structure Learning Curriculum

Target:
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oY io HG eG2S
Z4ikU O1 aRU mubk6
URa dAF I
I86 GAe Ob sUr5
L1 3 Vf1 Svaq2

<<<dAF><<<URa><I>>><<<io><O1><GAe>

<3>><<HG><aRU><Ob><Vf1>>>>>

Table:

Structure Learning Curriculum

Target:
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Structure Learning Curriculum

69.6% reduction in structural 
faithfulness errors 

23% 7%
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Three evaluation settings

Tightly Control Loosely Control Open Ended
Highlighted cells only Table + highlighted cells Table only
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Three evaluation settings

TControl LControl OpenE
Highlighted cells only Table + highlighted cells Table only

89

BLEU PARENT Fidelity



Three evaluation settings

TControl LControl OpenE
Highlighted cells only Table + highlighted cells Table only
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BLEU PARENT Fidelity
(Dhingra et al., 2019)
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Can this approach maintain the same level of fidelity 
as its unimodal counterparts?

Can Vision-Language Models perform Table-to-Text 
Generation?
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Yes

Yes



Are images a space-efficient modality for 
representing tables for Table-to-Text Generation?
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Performance degradation over size
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Are images a space-efficient modality for 
representing tables for Table-to-Text Generation?
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Yes



Conclusions

Our Structure Learning Curriculum improves the structural awareness of 
tables in our multimodal table-to-text models.

PixT3 performs competitively and often surpasses state-of-the-art models 
across various table sizes and domains, showcasing less degradation on 
large tables.

PixT3 transforms table-to-text generation into a visual recognition task, 
eliminating the need to render input tables as strings.
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PixT3: Pixel-based Table-To-Text 
Generation
Iñigo Alonso, Eneko Agirre, and Mirella Lapata

Proceedings of the 62nd Annual Meeting of the ACL

107



Faithfulness
Automatic Logical Forms improve fidelity in Table-to-Text generation

Pixel-based Table-To-Text Generation
Representation

Lossless Table Visualisations Enhance Multimodal Table Understanding

108

Beyond Table-to-Text



3Beyond Table-to-Text Generation
Lossless Table Visualisations 
Enhance Multimodal Table 
Understanding

109



110

Table Understanding Tasks

Table-to-Text  
Generation



111

Table Understanding Tasks

Table Question 
Answering
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Table Understanding Tasks

Table Question 
Answering

Table Fact 
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Table-to-Text  
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Table Understanding Tasks

Table Question 
Answering

Table Fact 
Verification

Table Numerical 
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Table Understanding Tasks
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Answering

Table Fact 
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Table Numerical 
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Table Understanding Tasks

Table-to-Text  
Generation

Table Question 
Answering

Table Fact 
Verification

Table Numerical 
Reasoning

Column Type 
Annotation

Entity Linking

Structure Aware 
Parsing

Relation Extraction

Open Ended 
Table-to-Text

Loosely Controlled 
Table-to-Text

Hybrid Question 
Answering

Free-form Table 
Question Answering

Key-Value Pair 
Natural Language 

Inference

Hierarchical Table 
Question Answering
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Multimodal Table Understanding Dataset



Current multimodal table datasets are lossy

MMTab (Zheng et al., 2024)

<page_title> 1898 
Open Championship 
<page_title> <table> 
<row> <cell> Place 
< / c e l l > < c e l l > 
Player <row_header> 
Place </row_header> 
< / c e l l > < c e l l > 
Country <row_header> 
Place </row_header> 
<row_header> Player 
</row_header> </cell
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Wikipedia

MMTab

MultiModal  
Dataset

Information in raw source tables
Information in serialised tables

Ideal Dataset

Unimodal 
Dataset

Information in image tables in multimodal datasets

(Zheng et al., 2024)
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Our Multimodal Table Understanding Dataset

119

Collected from 
the source



Instruction datasets
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TableInstruct (Zhang et al., 2024)  
DocStruct4M (Hu et al., 2024) 
MMTab (Zheng et al., 2024)



Instruction datasets

TableInstruct (Zhang et al., 2024)  
DocStruct4M (Hu et al., 2024) 
MMTab (Zheng et al., 2024)
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TURL (Deng et al., 2020) 
ToTTo (Parikh et al., 2020) 
TabFact (Chen et al., 2020b) 
WikiTab-QA (Pasupat and Liang, 2015) 
HybridQA (Chen et al., 2020c) 
NSF (National Science Foundation, 2019) 
StatCan (Statistics Canada, 2024) 
PubTabNet (Zhong et al., 2020) 
TABMWP (Lu et al., 2023) 
TAT-QA (Zhu et al., 2021) 
InfoTabs (Gupta et al., 2020)

Seed datasets



Instruction examples

2.55M

Table images

1.15M
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Wikipedia

Error

PubTabNet

TABMWP
DocStruct4M

Render

62%

18%

16%

1%
2%
1%

Unretrieved



Tasks

Column Type Annotation 
Entity Linking 
Structure Aware Parsing 
Relation Extraction

FeTaQA (Free-form TabQA) 
HiTab (Hierarchical TableQA) 
Table Numerical Reasoning (Table-Reasoning) 
TabFact (Table Fact Verification) 
Infotabs (Table Fact Verification) 
ToTTo (Table-to-Text) 
HybridQA (Hybrid TableQA) 
WikiTableQuestions (TableQA)

Stage 1

Stage 2
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Table Understanding Vision-Language Model



PixT3

Encoder (ViT)

Decoder

Encoder (ViT)

Decoder

mPLUG-DocOwl 1.5

Embedding Layer

[Instruction]    <table placeholders>    [Instruction]

Other LLM layers
H-Reducer

In the 1898 Open Championship, Park scored six points

In the 1898 Open Championship, Park scored six points
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(Hu et al., 2024)
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mPLUG-DocOwl 1.5

Stage 1
(Hu et al., 2024)

Stage 2
(Hu et al., 2024)

Stage 1
(Hu et al., 2024)

Stage 2
(Our dataset)

􀅼

􀅼

Baseline

Ours
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mPLUG-DocOwl 1.5

Stage 1
(Hu et al., 2024)

Stage 2
(Hu et al., 2024)

Stage 1
(Hu et al., 2024)

Stage 2
(Our dataset)

􀅼

􀅼

Baseline

Ours

5 MULTIMODAL TABLE UNDERSTANDING

Model FeTaQA HiTab HybridQA InfoTabs TabFact TaBMWP TAT-QA ToTTo WikiTQ
Baseline 2.5* 17.6* 35.5* 29.9* 68.3 10.9* 12.7* 10.1* 33.7
Ours 66.0 41.9 50.7 60.2 72.9 86.2 43.7 41.6 32.2

5.2 Table – Evaluation results for mPLUG-DocOwl 1.5 (Baseline) and the same
model architecture but replacing its Stage 2 training examples with the examples
in our dataset (Ours). Metrics include BLEU4 for FeTaQA and ToTTo, and exact
match accuracy for other tasks. (*) Indicates a dataset whose train set was not
present in that model’s training.

5.3.2 Results
Table 5.2 compares the original mPLUG-DocOwl 1.5, pretrained on both Stage 1
and Stage 2 of DocStruct4M, against a version where Stage 1 pretraining remains
unchanged, but Stage 2 fine-tuning is performed using our dataset’s Stage 2 ex-
amples. The results highlight that our model outperforms the baseline in 8 out
of 9 evaluation tasks. Interestingly, the high performance of the baseline model
on TabFact and WikiTQ can be attributed to the inclusion of these datasets during
DocReason25K training, alongside DocStruct4M. Other datasets, marked with (*)
were not present during the baseline’s original training. While our model signif-
icantly outperformed MMTab in these tasks (See Table 5.3), the difference from
the baseline was less pronounced, with a 4.6% accuracy improvement on TabFact
and a 1.5% decline on WikiTQ.

To compare our model with other state-of-the-art approaches, we evaluated
all models using the same examples as those in our test sets. As discussed in
Section 5.2.1, our inability to retrieve all original table visualizations resulted in
a reduced subset of effective examples (those containing both the table and in-
struction) in our test sets compared to the original datasets. Table 5.1 shows the
proportion of effective examples from the original datasets included in our test
sets. To ensure a fair comparison and preserve the original instruction format and
table representation of each dataset, we evaluated all models on the equivalent ex-
amples from their respective datasets. Specifically, TableLLaVA was evaluated on
MMTab’s test sets, and TableLlama on TableInstruct’s test sets, with any examples
not present in our dataset’s test sets filtered out.

The results in Table 5.3 show that our model outperforms Table-LLaVA and
TableLlama in 8 and 7 out of 9 evaluation tasks, respectively. However, it still falls
behind TableLlama in 2 of the three datasets included in TableLlama’s training.
While the quantity and diversity of examples in our dataset likely contributed to
our model’s superior performance over Table-LLaVA, we hypothesize that the pri-
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mPLUG-DocOwl 1.5

Results

* held-out dataset

Stage 1
(Hu et al., 2024)

Stage 2
(Our dataset)

􀅼Ours
5.4 CONCLUSIONS

Model FeTaQA HiTab HyQA InfoTabs TabFact TaBMWP TATQA ToTTo WikiTQ
DocOwl1.5 (Ours) 66.0 41.9 50.7 60.2 72.9 86.2 43.7 41.6 32.2
Table-LLaVA (7B) 25.8 10.4 35.6* 63.0 53.7 57.9 16.7 26.1 11.1

Reported
Table-LLaVA (7B) 25.6 10.9 - 65.3 59.8 57.8 12.8 23.0 18.4
Table-LLaVA (13B) 28.0 10.8 - 66.9 65.0 59.8 15.6 24.1 20.4
TableLlama 39.1 64.7 39.38* - 82.6 - - 20.8* 35.0*

5.3 Table – Evaluation results for mPLUG-DocOwl 1.5 fine-tuned on our Stage
2 dataset, compared with the state-of-the-art multimodal Table Understanding
model TableLLaVA and the unimodal text-based model TableLlama. Results
reported for these models in their original papers, evaluated over the full test set,
are also included for reference. Metrics include BLEU4 for FeTaQA and ToTTo,
and accuracy for other tasks. HybridQA (HyQA) accuracy is calculated based on
whether the reference text is present in the generated sequence, rather than exact
match. See Appendix D.4 for detailed results on exact match accuracy. Notably,
exact match accuracy follows a similar trend, further highlighting the advantage
of our model. (*) Indicates a dataset whose training set was not included in the
model’s training data.

mary factor is the proficiency of mPLUG-DocOwl 1.5 in handling visually repre-
sented text. Unlike Table-LLaVA’s backbone model, LLaVA, which was primarily
pretrained on natural images, mPLUG-DocOwl 1.5 was specifically adapted for
Document Understanding tasks. Replacing Table-LLaVA’s backbone with a more
text-oriented multimodal model, such as LLaVAR (Zhang et al., 2023), could help
determine whether the differences in performance are due to LLaVA’s limited ca-
pabilities in visually situated text tasks.

Overall, our results demonstrate the high quality of our Stage 2 dataset, as
training a baseline model on this dataset enables it to outperform current state-of-
the-art VLMs across a wide range of tasks. Furthermore, it makes these models
competitive with, and in some cases superior to, widely used text-based unimodal
approaches.

5.4 Conclusions
Our dataset presents a unified, multimodal perspective on 11 widely-used table
datasets and, at the time of writing, is the largest multimodal Table Understanding
dataset available. It offers a broad range of examples and surpasses contempo-
rary datasets, like MMTab, in scale. Additionally, our dataset includes original
images for Wikipedia-based tables and traces each example through the instruc-
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mPLUG-DocOwl 1.5

Results

* held-out dataset

Stage 1
(Hu et al., 2024)

Stage 2
(Our dataset)

􀅼Ours
5.4 CONCLUSIONS

Model FeTaQA HiTab HyQA InfoTabs TabFact TaBMWP TATQA ToTTo WikiTQ
DocOwl1.5 (Ours) 66.0 41.9 50.7 60.2 72.9 86.2 43.7 41.6 32.2
Table-LLaVA (7B) 25.8 10.4 35.6* 63.0 53.7 57.9 16.7 26.1 11.1

Reported
Table-LLaVA (7B) 25.6 10.9 - 65.3 59.8 57.8 12.8 23.0 18.4
Table-LLaVA (13B) 28.0 10.8 - 66.9 65.0 59.8 15.6 24.1 20.4
TableLlama 39.1 64.7 39.38* - 82.6 - - 20.8* 35.0*

5.3 Table – Evaluation results for mPLUG-DocOwl 1.5 fine-tuned on our Stage
2 dataset, compared with the state-of-the-art multimodal Table Understanding
model TableLLaVA and the unimodal text-based model TableLlama. Results
reported for these models in their original papers, evaluated over the full test set,
are also included for reference. Metrics include BLEU4 for FeTaQA and ToTTo,
and accuracy for other tasks. HybridQA (HyQA) accuracy is calculated based on
whether the reference text is present in the generated sequence, rather than exact
match. See Appendix D.4 for detailed results on exact match accuracy. Notably,
exact match accuracy follows a similar trend, further highlighting the advantage
of our model. (*) Indicates a dataset whose training set was not included in the
model’s training data.

mary factor is the proficiency of mPLUG-DocOwl 1.5 in handling visually repre-
sented text. Unlike Table-LLaVA’s backbone model, LLaVA, which was primarily
pretrained on natural images, mPLUG-DocOwl 1.5 was specifically adapted for
Document Understanding tasks. Replacing Table-LLaVA’s backbone with a more
text-oriented multimodal model, such as LLaVAR (Zhang et al., 2023), could help
determine whether the differences in performance are due to LLaVA’s limited ca-
pabilities in visually situated text tasks.

Overall, our results demonstrate the high quality of our Stage 2 dataset, as
training a baseline model on this dataset enables it to outperform current state-of-
the-art VLMs across a wide range of tasks. Furthermore, it makes these models
competitive with, and in some cases superior to, widely used text-based unimodal
approaches.

5.4 Conclusions
Our dataset presents a unified, multimodal perspective on 11 widely-used table
datasets and, at the time of writing, is the largest multimodal Table Understanding
dataset available. It offers a broad range of examples and surpasses contempo-
rary datasets, like MMTab, in scale. Additionally, our dataset includes original
images for Wikipedia-based tables and traces each example through the instruc-

73

5.4 CONCLUSIONS

Model FeTaQA HiTab HyQA InfoTabs TabFact TaBMWP TATQA ToTTo WikiTQ
DocOwl1.5 (Ours) 66.0 41.9 50.7 60.2 72.9 86.2 43.7 41.6 32.2
TableLlama 39.1 59.8 36.5* 10.2* 82.9 11.2* 6.3* 21.5* 17.1*

Reported
Table-LLaVA (7B) 25.6 10.9 - 65.3 59.8 57.8 12.8 23.0 18.4
Table-LLaVA (13B) 28.0 10.8 - 66.9 65.0 59.8 15.6 24.1 20.4
TableLlama 39.1 64.7 39.38* - 82.6 - - 20.8* 35.0*

5.3 Table – Evaluation results for mPLUG-DocOwl 1.5 fine-tuned on our Stage
2 dataset, compared with the state-of-the-art multimodal Table Understanding
model TableLLaVA and the unimodal text-based model TableLlama. Results
reported for these models in their original papers, evaluated over the full test set,
are also included for reference. Metrics include BLEU4 for FeTaQA and ToTTo,
and accuracy for other tasks. HybridQA (HyQA) accuracy is calculated based on
whether the reference text is present in the generated sequence, rather than exact
match. See Appendix D.4 for detailed results on exact match accuracy. Notably,
exact match accuracy follows a similar trend, further highlighting the advantage
of our model. (*) Indicates a dataset whose training set was not included in the
model’s training data.

mary factor is the proficiency of mPLUG-DocOwl 1.5 in handling visually repre-
sented text. Unlike Table-LLaVA’s backbone model, LLaVA, which was primarily
pretrained on natural images, mPLUG-DocOwl 1.5 was specifically adapted for
Document Understanding tasks. Replacing Table-LLaVA’s backbone with a more
text-oriented multimodal model, such as LLaVAR (Zhang et al., 2023), could help
determine whether the differences in performance are due to LLaVA’s limited ca-
pabilities in visually situated text tasks.

Overall, our results demonstrate the high quality of our Stage 2 dataset, as
training a baseline model on this dataset enables it to outperform current state-of-
the-art VLMs across a wide range of tasks. Furthermore, it makes these models
competitive with, and in some cases superior to, widely used text-based unimodal
approaches.

5.4 Conclusions
Our dataset presents a unified, multimodal perspective on 11 widely-used table
datasets and, at the time of writing, is the largest multimodal Table Understanding
dataset available. It offers a broad range of examples and surpasses contempo-
rary datasets, like MMTab, in scale. Additionally, our dataset includes original
images for Wikipedia-based tables and traces each example through the instruc-
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Conclusions

First multimodal Table Understanding dataset focused on original table 
visualisations including 1.1 original table images.

High quality Stage 2 subset enables baseline VLM to outperform current 
state-of-the-art VLMs across a diverse set of tasks.

Largest multimodal Table Understanding dataset at the time of writing with 
2.5M examples.
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Lossless Table Visualisations Enhance 
Multimodal Table Understanding
Iñigo Alonso, Imanol Miranda, Eneko Agirre, and Mirella Lapata

In preparation...
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Fidelity
Automatic Logical Forms improve fidelity in Table-to-Text generation

Pixel-based Table-To-Text Generation

Lossless Table Visualisations Enhance Multimodal Table Understanding
Beyond Table-to-Text

Representation
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Future Work

Extend Logical Forms to irregular tables

Explore how Vision Language Models process tabular data

Explore the full potential of our dataset with custom VLM architectures
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Publications beyond this thesis
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